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Node Port ID Virtualization (NPIV)

Basics and background on NPIV and System z




zSeries/System z server virtualization

« zSeries/System z support of zLinux
« Mainframe expanded to address open system applications
» Linux promoted as alternative to Unix
- Mainframe operating system virtualization benefits
Availability, serviceability, scalability, flexibility
* Initial zSeries limits

« FCP requests are serialized by the operating system
FCP header does not provide image address
FICON SB2 header provides additional addressing

« Channel ports are underutilized
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FCP channel/device sharing-summary

 Different host operating systems sharing access to a single FCP
channel may access the same fibre channel port via this channel.

« While multiple operating systems can concurrently access the same
remote fibre channel port via a single FCP channel, fiore channel
devices (identified by their LUNS) can only be serially re-used.

* In order for two or more unique operating system instances to share
concurrent access to a single fibre channel or SCSI device (LUN),
each of these operating systems must access this device through a
different FCP channel.

« Should two or more unique operating system instances attempt to
share concurrent access to a single fibre channel or SCSI device
(LUN) over the same FCP channel, a LUN sharing conflict will occur,
resulting in errors.
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Consolidation

» Server consolidation
 TCO compelling
* IBM Project Big Green

* |/O consolidation
* Resulting cost/performance benefit is not competitive

SHARE

lllllllllllllllllllllllll

in Orlando
2011



D

SHARE
Techaglogy - Gomseolions - Resulls

Node Port ID Virtualization (NPIV)

» Allows each operating system sharing an FCP channel to be
assigned a unique virtual world wide port name (WWPN).

« Used for both device level access control in a storage controller
(LUN masking) and for switch level access control on a fibre
channel director/switch (zoning).

« A single, physical FCP channel can be assigned to multiple
WWPNSs and appear as multiple channels to the external
storage network.

* The virtualized FC Node Port IDs allow a physical fibre channel
port to appear as multiple, distinct ports.

- 10 transactions are separately identified, managed, transmitted,
and processed just as if each OS image had its own unigue
physical N port.
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Server Consolidation-NPIV s )

« N_Port Identifier Virtualization (NPIV) o
« Mainframe world: unique to System z9 and later
* zLinux on System z9/10/196 in an LPAR

Guest of zZVM v 4.4, 5.1 and later

N_Port becomes virtualized
Supports multiple images behind a single N_Port

N_Port requests more than one FCID
FLOGI provides first address
FDISC provides additional addresses

All FCID’s associated with one physical port

Fabric Login

Fibre Channel Address

Fabric Discover

Fibre Channel Address
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Using ELS to assign N_Port IDs wRALE

* FC standard defines a set of services used to establish
communications parameters, each of which is called an
extended link service (ELS).

* An ELS consists of a request sent by an N_Port and a response
returned by a recipient port.

 One ELS, called a fabric login (FLOGI), is sent from an N_Port

to its attached fabric port (F_Port) in the adjacent switch to
request the assignment of an N_Port ID.
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Using ELS to assign N_Port IDs: FLOGI i

 The FLOGI request is the first frame sent from an N_Port to its
adjacent switch.

* The purpose of the FLOGI ELS is to enable the switch and the N_Port
to exchange initialization parameters
 Includes unique identifiers known as worldwide port names (WWPNS)
« Allows the fabric to assign an N_Port ID to the N_Port.

« The switch responds with the N_Port assigned to the requesting
N_Port.

* Because the N_Port that sends the FLOGI request does not yet have
an N_Port ID, it sets the S_ID in the FLOGI request to zero.

* The switch responds with a FLOGI-accept response that contains the
assigned N_Port ID.

» The “HBA” uses this assigned N_Port ID as the S_ID when sending
subsequent frames.
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Need to request multiple N_Port IDs: =
F D | S C o o

» Fabric Discovery (FDISC) is another ELS

« Original purpose is to verify an existing login with the fabric is
still valid.

 The FDISC was always sent with a non-zero S_ID (the
presumed S_ID of the sender).

* This made it possible to obtain additional N_Port IDs by an
extension of the FDISC ELS.

* An unlimited number of additional N_Port IDs could be obtained
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System z N-port ID Virtualization = e
FC-FS 24 bit fabric addressing — Destination ID (D_ID)

Domain Area AL (Port)

1 byte 1 byte 1 byte

FICON Express2, Express4 and Express 8 adapters now support NPIV

Domain Port @ Virtual Addr.
Switch CU Link @ 00 - EF

1 byte 1 byte 1 byte

e
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Presenter
Presentation Notes
FICON’s roots are based in Fibre Optic technology and adheres to Fibre Channel standards.
The top graphic in this slide refers to the addressing used in FC technology.
Through the use of FC-SB-2 (Fibre Channel Single-Byte addressing), co-written by Brocade, the Area portion of the addressing string is utilized.  In the near future FICON will make use of the Domain byte enabling FICON cascading.
Support point: 	FICON is an FC-4 type and rides on Top of Standard FC-0, 1, and 2.



Without NPIV..... TRARS

« Each operating system image that has an FCP port is
identified to the fabric by the permanent WWPN of the
port.

« All OS images then have the same access rights within the
fabric.

* The permanent WWPN of the port determines:
« Zone membership for all images sharing the port.

 Logical Unit Number (LUN) access rights for all images
sharing the port.
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With NPIV.....

The Service Element (SE) creates new WWPNSs for the FCP port at
FLOGI.

A unigue WWPN is assigned to each OS image sharing the port.
The generated NPIV WWPN is registered with the fabric switch.

« This uniquely identifies each image for fabric zoning and LUN
masking.

For increased address space with System z, the low order 7 bits of the
I/O serial field are combined with the 16 bit discriminator field.

* Increases address space to over 8000000 unique WWPNSs for a single
FCP port.

11| 0000000101000001110110 |111111111100111100000000 | 0000000000000100

NAA Company ID /O serial Discriminator

2 bits | 22 bits T 24 bits T 16 bits

Graphic: IBM SHARE
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Example illustration

System z9

LPAR 2 zVM
LPAR 1

N-Port ID 1 Guest image

MN-Port ID 2

Device 1 l 1\\ I / ! Device 2

| Shared FCP PCHID |

’ Different N_Port 1Ds
l ' allow read and write
. access for multiple
SAN Fabric LPARs or VM guests
on asame LUN via a
shared FCP PCHID

HBA
I viv I

| | |
FCP Storage

Graphic: IBM

Techaglogy - Gomseolions - Resulls

In this figure, the two LPARS
share a single physical FCP
port.

Each instance registers with the
fabric’s name server.

The NPIV WWPN is supported
in the FDISC process.

Each LPAR receives a different
N_Port ID to allow multiple
LPARSs or VM guests to read
and write to the same LUN
using the same physical port.

« Without NP1V, writing to the same
LUN over a shared port is not
allowed.
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System z N-port ID Virtualization-summary ~ E®

One System z server port can have up to 255 NP-IDs * NPIVonthe SyStem Z
. FCP Driver for System z

*|[BM has told us it wants this expandable to thousands

Same CHPIDs as used for FICON

Domain 7A
VM
Linu /'l G
VM / FLOG m
Li | 7A 63 00
I <€ [C|D (24 bit port ID)
FDISC sy
— 7A 63 01 All to the same
G [CID+1 i
After the first N_Port FLOGIs, Director Port
up to 255 FDISCs will acquire FDISC > 7A 63 02
the other N_Port_IDs

== [CID +2

Etc. for up to 256 FCIDs per channel path
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FCP channels on the mainframe




FICON and FCP Mode R

* A FICON channel in Fibre Channel Protocol mode (CHPID type FCP)
can access FCP devices through a single Fibre Channel switch or
multiple switches to a SCSI device

 The FCP support enables z/VM, z/VSE, and Linux on System z to
access industry-standard SCSI devices. For disk applications, these
FCP storage devices use Fixed Block (512-byte) sectors instead of
Extended Count Key Data (ECKD) format.

 FICON Express8, FICON Express4, FICON Express2, and FICON
Express channels in FCP mode provide full fabric attachment of SCSI
devices to the operating system images, using the Fibre Channel
Protocol, and provide point-to-point attachment of SCSI devices.
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FICON and FCP Mode (Continued) A

 The FCP channel full fabric support enables switches and
directors to be supported between the System z server
and SCSI device, which means many “hops” through a
storage area network (SAN).

 FICON channels in FCP mode use the Queued Direct

Input/Output (QDIO) architecture for communication with
the operating system.
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Presentation Notes
 FCP channels do not use control devices but instead data devices that represent QDIO queue pairs are defined. These queue pairs consist of a request queue and a response queue. Each queue pair forms a communication path between an operating system and the FCP channel. The enables an operating system to send FCP requests to the FCP channel via the request queue. The FCP channel  then uses the response queue to pass a completion message and unsolicited status messages to the operating system.

Footnote 2: The FCP industry-standard architecture specifies that the Fibre Channel devices (end nodes) in a Fibre Channel network use using World Wide Names (WWNs), Fibre Channel Identifiers (IDs), and Logical Unit Numbers (LUNs) for addressing as noted earlier. These addresses are configured at the operating system level, and passed to the FCP channel together with the corresponding Fibre Channel I/O via a logical QDIO device (queue).




FCP channel and device sharing

* An FCP channel can be shared between multiple Linux
operating systems, each running in a logical partition or as a
guest operating system under z/VM.

* To access the FCP channel, each operating system needs its
own QDIO gueue pair defined as a data device on an FCP
channel in the HCD/IOCP.

 These devices are internal software constructs and have no
relation to physical devices outside of the adapter.

 These QDIO devices are also referred to as subchannels.
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FCP channel and device sharing

An FCP channel can be shared between multiple Linux operating systems, each running in a logical partition or as a
guest operating system under z/VM.

To access the FCP channel, each operating system needs its own QDIO queue pair defined as a data device on an
FCP channel in the HCD/IOCP.

These devices are internal software constructs and have no relation to physical devices outside of the adapter.
These QDIO devices are also referred to as subchannels.

The host operating system uses these subchannels as vehicles
to establish conduits to the FCP environment.

Each subchannel represents a virtual FCP adapter that can be
assigned to an operating system running either natively in an
LPAR or as a guest OS under z/VM.

SHARE
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NPIV PLANNING AND
IMPLEMENTATION

Best practices and good ideas
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T in Urlando



Planning guide == L

 Good reference material available from IBM Redbooks

e 2005 Redbook
VA
* 6064
» 2 Gbps

- SHARE
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* An update to the 2005 Redpaper is going to happen
« Joint paper (IBM-Brocade)
» Reflection of:

« New mainframe technology (zEnterprise)

» Improved channel technology (FICON Express 8S)

* Improved switching technology
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General planning considerations ENAa

e Do not use more than 32 subchannels per physical
channel in NPIV mode.

* Do not use more than 128 total target logins per physical
channel in NPIV mode.

« Example: in a configuration with 32 subchannels limit the
target logins to no more than an average of 4.

* Using more subchannels, target logins, or both can cause
timeout errors.
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Using NPIV in the Real World

IBM’s 2005guidelines recommend that a customer deploy no more than

32 virtual nodes per port-pair link because of potential timeout issues
« This is based on numbers that came with the 2005 2Gb environment

There is a desire to move beyond 32 NPIV definitions per port, but the
limiting factor is not the per port limit, but the fabric limit:

Consequently, the 32 virtual links per physical link limitation is due to fabric
and switch support limitations, which is a function of both memory
resources and processing — which will get better over time

The bigger problem is the name server size explosion, which is something
that we will have to address before NPIV can be fully exploited to its
maximum potential.

SHARE
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Presentation Notes
As a bit of background, the System z channel expects a response within 500ms after the FLOGI has been issued. If the response is not seen, the channel will abort the first request and retry with a new request. It will repeat this abort/retry three times and then drop light to indicate the link is not accessible.
 
On an NPIV enabled channel, the FLOGI operation represents the physical link attachment into the fabric.
 
The subsequent FDISC operations are executed to obtain the “login” for each NPIV virtual image behind the physical port.  The channel code again limits the response time, but this time it understands that the physical port is already in the fabric, so it will not do anything that would cause link initialization to be restarted (i.e. it doesn’t drop light or drive OLS). Instead, it honors the ED_TOV value that the fabric supplies and will wait that amount of time before issuing the retry.
 
Based on this behavior, almost any Fibre Channel Director should be able to handle 32 or more NPIV definitions per port.
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General planning considerations (2)

e Zone each NPIV WWPN individually.

* Reduces fabric traffic since all participants in a zone would
be notified when another N_Port joins/leaves the fabric.
e Consider using multipathing.
» For details, please refer to the Redbook Linux on zSeries:
Fibre Channel Protocol Implementation Guide (SG24-6344).

* Enable NPIV on the SAN switch/director prior to enabling it
on the mainframe.
 If NP1V is not enabled on the switching device first, the

attempt to establish a connection to the fabric will fail for all
subchannels that are operated in NPIV mode.

SHARE
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General planning considerations (3)

« Switching devices typically limit the number of supported
N_Port IDs.

« Because each NPIV WWPN is assigned an N_Port ID at
login, this limit can be exceeded.

« Some switching devices also will limit the number of
N_Port IDs that can be assigned to a physical port.
 This limit varies by vendor/model

» This limit also may be configurable on some switching
devices.

SHARE
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General planning considerations (4) sunne

e Each login from an NPIV mode subchannel into a storage
subsystem counts as a separate host login.

« Consult with your storage vendor for the specific limits in
your configuration.

« Example:
* IBM ESS model 800 supports up to 16 Host Bus Adapters
(HBAS).
Each HBA supports up to 124 host logins
ESS 800 itself supports up to 512 host logins

SHARE
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Configuration section At

« Section has many screen shots/captures
« 20 slides, but they will go by fairly quickly

« Some of the graphics used are from IBM software,
Brocade management software, and/or illustrations from
some of the references cited at the end of the
presentation.

SHARE
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Configuration of NPIV

System z9 109 (2094)
LPAR 02 zZVM V5.2.0

Linuee guest MPN Linu guest MRz
SLES G 5R3 SLES 953
2657 2446300 2657 244-5390x
r r

| ]
Device B401 | Device B402

PCHID 342

IBM 2032 SAN Switch
Firmware 09.01.00.14

HBA

| LUN 5400 | LUN 5101 | LUN 5102 |
ESS Shark 2015-800 LIC 2.4 3 .56

Graphic: IBM

Teshaglogy « Comnsnlions « Resulls

Next several slides will walk
through configuration steps.

Configure:
* NPIV on the switching device
* NPIV on the mainframe
« Fabric Security
* Linux server

For more specific details, please
see references listed at end.
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Configuring NPIV on the switching device = e

e Example of a specific switch, check your model’s
documentation for detalls on your switches.
* First, enable NPIV on the switch.
« Add the NP1V feature key (if required)
 Activate the NPIV feature
« Configure NPIV on a specific switch port

e
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Adding NPIV feature to switch
9 IBM ED-6064 - D62 Cascade Switch M=
Product |G Logs Meinteriance  Help
Harcyg Wertication.. Lo | pruua | . )
[T e— . e z « Start the switch’s management
Preferred Path. . 005084 001 Swich-DomaniD 1 (61) . . .
o p— w5 2 1O Cemelpanss rose2 application and log onto switch.
b Swich Binding ) B¢ B4 M Chennelpanid FC-SE-2
i . g 2108 00 Direct access storage FC-5B-2 H
SIS ’ e o e e =2 w||® Inthis example, select the
| AlowProhie M CO85 2084 CM Chamelpands FC-58:2 .
s | SwPagen % 205 800 Drectocosss sirage FC.s62 Conﬂgure drop down menu, and go
2 FICON hanagement Server ] 88 2108 800 Direct sccess storage FC-3B-2
3 S S b 88 205 F2  Direct access storage FCSB2
. == ki BT B4 4 Chennelpalng? FCSB-2 to Features.
B Datefine Al 2108 00 Direct access siorage FC-5B-2 I th F t f t
7 (D 2 205 P20 Directacoess storage FC-SB2 °
S i S ipeg N the reatures conriguration menu,
9 | OpenTrunking . 8 205 FN Directacoesssio FC-SE2 ;
P R WOt 1 Swich-Doma D 51 click New and enter the feature key
21 7 Ad 2108 F20 Direct access slorage FC.SB-2 -
b [Er e s COSD 2084 CM ChannelpaheD FC-SB2 pI’OVIded by the manUfaCturer.
by W Enabe Telnet 2% 205 F2 Direct access storage FC-5B-2
bs | (1 Akernate Control Protibied COE 2084  CM4  Channelpaihse FCSE2
o7 E21F13 F Pot M 26A3A 4095 2064 c4 Charnel path 95 Reserved r A Corfiotira Foatiira Koo e
b £2013 FPol  EMFCAS 24 205 F2 Direct access storage FC.SB2 @A ED-6064: Configure Feature Key LEQSJ
50 §22213 FPot  BMIEA3A COF 2084  C24  ChannelpalhsF FC-SB-2 S S P
i B3 F Pt BMZ6A3A o B4 (4 Channelpangd Fe.S6-2 3
B4 E2613 F Port  BMIBA3A coss 2084 (] Charinel peth 98 FC-SB-2 FICON Management Server
¢ E22M3 FPot  EMIEANA C099 2084 CM4  Channelpahdg FC.SE2 = Anteariy (TH
i B3 F Pt EMZSIE AR 2084 S18 ChannelpahAB Reserved 7 me—r—— =
B2313 FPol BN 23IE E0A3 2084 S18 Channelpanag Reserved 1 ED-6064: New Feature Key
7 i e e 7 - Sasadumd
....... w |_ J
a_t | cancel |
& E
a4 Lk

ey .. ' Clozs ‘ Help |
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Activating the NPIV feat itch
#9 1BM ED-6064 : ID62 Cascade Switch o
Product | Gonfigute| Logs  Msirtenance _Help
| Harcg Iertiication... be | FRULst |
Port ¢ | Qperating Parameters 4 a6 [Ty |motel [Ciess ___|protocol_[BBC |
Preterred Palh... O0E0S4 001 Switch - Domain ID 1 (51) B0 |~
SANTegrity ALthertication 5B05 2064 1c7 Channel path 5B FC-5B-2 107 [
Swich Binding , coBs 2084 24 Charnel path 84 Fese2 107 [
4 Borte.. 8 2105 800 Direct access storage FCSB2 107 |
z = o spos 2084 1c7 Charinel peth 5D FC-SE-2 107 |7
: (L L : 085 2084 24 Chemnslpahss Fcse2 107 [
3 SNMP Agert... 2 2105 800 Direct sccess storage FC-SE-2 107 |2
2 FICON Menagement Server ’ 88 2108 800 Direct acoess storage FCSE2 107
3 Open Systems Managenent Server b A8 2105 F20 Direct access storage FCSB2 B4 |
4 cor 2084 24 Charnel path 87 Fese2 107 |
[ A5 2108 800 Direct acoess storage FCSE2 107 |2
7 i 2 205 Fa Direct access storage FC-SB-2 B4 |4
8 Threshold &lerts... COBC 2084 c24 Channel path BC FC.SB-2 107 |48
g Open Trurking. . 88 205 F20 Direct access storage FCSE2 64 |
0 Export Configuration Report_. 00R0B4 001 Switch - Domain ID 1 (61) B0 |7
R A 208 F20 Direct access slarage FC.SB-2 B4
£ cOED 2084 o4 Channel path 8D FC.SB-2 107 |
¥l Enable Telnet 2 2105 F20 Direct sccess storage FCSB2 64
"] Aternate Control Profibites! COEE 2084 c24 Charinl palt 8E FCSB-2 107
FAF3 F_Pol M ZGAIA 4095 2084 24 Charinel path 95 Reserved 101
522013 F Poi  BMFCAS2 A4 2105 F20 Direct access storage FCSB-2 B4
22213 FPot  BMI6A3A COBF 2084 c24 Channel path BF FC.SB2 107
£22313 F Pot  BMIBAIA cos4 2084 24 Channel path 94 FC.SB-2 104
22613 F_Port BN 2BA3A coss 2084 24 Channel pah 98 FCSE-2 104
22713 FPol  EMISAIA cosm 2084 c24 Charnel etk 99 FCSE-2 101
£23013 F_Podl M 2991E Charnel path A5 Reserved 101
£23113 F_Pol  BM2991E Channel path A9 Reserved 101 |—
E3 Dt Eihd A4AE bt rs ik 8 Rasa |
14

=]
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« Select the Configure dropdown,
then Operating Parameters, then
Switch Parameters to open the
Configure Switch Parameters menu.

* Select the NPIV option

* Click Activate

a1 ED-6064: Configure Switch Parameters &3 |
Domein ID

Preferred 1| |

¥l Insistent

[v] Rerouting Delay

[¥| Domain RSCN's

|_| Suppress Zoning RSCN's on zone set activations

(] ety

Director Speed: zems*r|

_Acigte | concel | Hep

~SHARE
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Configuring NPIV on an individual port

] IBM ED-6064 : 1D62 Cascade Switch

o3

Broduct |G Logs Msintensnce Help
Harchwrd Idlentitication... ke | FRULst |
Port# | Cperating Parameters J _TAG_ [Type _ [model _|Cless |Protocal BB C |
Preferred Path... 008054 001 Swilich - Dormain ID 1 (61)
SANTegrity Authertication 5805 2064 17 Channel path 5B FC-SB-2
Switch Binding » co84 2084 c24 Channel path 84 FC-SB-2
Ports... & 2105 800 Direct access storage FC-SE-2
= o 5009 2084 1c7 Channel path 5D FC-SB-2
AIOW IR Melri: 4 coss 2084 cM Charnel peth 85 FC-SB2
SNMP Agert... % 205 800 Direct access storage FC-SB-2
2 FICON Management Server ] a8 2105 800 Direct access storage FC-SB-2
a Open Systems Managerent Server  » ] 2105 F20 Direct access storage FC-SB-2
4 cos7 2084 c24 Channel path 87 FC-SB-2
[ DatelTine... AB 2105 800 Dire.ct access storage FC-SB-2
7 2 % 2105 F20 Direct access storage FC-SB-2
8 Threshokd Alerts ... coac 2084 c24 Channel path BC FC-SB-2
9 Open Trunking... a5 2105 F20 Direct access storage FC-SB-2
Export Configuration Report.... DOEOB4 o1 Switch - Darain 1D 1 (E1)
1 T Ad 208 F20 Direct access slorage FC-SB-2
2 = co8D 2084 c24 Channel path 8D FC-SB-2
M Enabie Telnet 24 2105 F20 Direct access storage FC-SB-2
[1 Atternate Control Prohibited CO8E 2084 c24 Channel psth 8E FC-sB-2 107
&1 ED-6064: Configure Ports (X
brt# | R BE Credit | LIN Alerts Type Spesd NPV LoginLimd| __Port Binding Bound AWML |
&0 | vl _Part legatiate 1 [J | -]
60 ¥  G_Por Negatate 1 | [
&0 [s G_Port Negotiale 1 []
60 Wl |c_Pot  Megotiate 1 | L
60 4 G _Port Negiotiate 1 | [
60 W 6Pt Negotiate 1 U
B2 v |G Pot  Mesotiste 1 | [
&0 [ G_Part hegotiate 1 | []
&0 [ G_Part Negatiale 1 [
B0 [v] G_Part hlegatiate 1 [}
|60 vi  |G_Por Megatiate 1 []
&0 Vi  G_Pot Hegotiate sol 5
B0 v G_Port Negatiate 50 | [
60 Wi GPot  Negotete 1 [
60 [/  G_Pot  hegabisle 1 0
50 W [cPot  MNegobste 1 C
B0 v 6 _Port Hegotiate 1 []
B0 v G_Part Negotale 1 =]
E0 G_Part Mesotiste 1 [}
[ED G_Port Megatiate 1 [
60 G_Pot  MNegobate U
0 G _Port Negatiale 1 ]
ED

Nagatiate

activgie | cancel | peb |

Select Configure, drop down to
Ports

Double click on the NP1V login
limit for the port and enter the
desired login limit.

* This will limit the total number of
WWPN logins (both NPIV and the
default WWPN logins)

 If you set this value too small, an out
of resource in fabric error message
is reported on the Linux host.

Click Activate to complete the
configuration.

 sHABEMﬁ

2011



Configuring NPIV on the mainframe

« Example we use Is a System z9

« Configure NPIV on the switch first

* If NPIV is enabled on our System z9 but not on the switch,
the FCP CHPID reverts to non-NPIV mode on Fabric Login.

« A CHPID off/on will then be required to enable NPIV once the
switch has NPIV configured/enabled. (Disruptive)

 To enable NP1V, we will
* Enable the NPIV feature on the mainframe
* Find the NPIV WWPNSs for the FCP CHPID
 Find the permanent WWPN for the FCP CHPID

SHARE
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Enabling the NPIV feature on our z9

SCZP101 Channels Work Area

= OB OB OB OB W

0301 Online 0310 Opline (311 Online 0320 Online 0321 Online 0330 Online
Operatiig  Operating  Operating ~ Operating ~ Operating ~ Operating

B B B B OE %

0331 Online 0340 Online 0341 Online 0342 Online [EEXRENENY 0350 Online

Operating ~ Operating ~ Operating  Operating Stopped Operating
0351 Online 0352 Online 0353 Online 0360 Online

Operating  Not operational link  Not operational link  Operating

B % & * B

0361 Online 0362 Online = 0363 Quline 0370 Online 0371 Cnline

|

CHPID Operations

' Hardware
<1 Messages

Operating
!= System
Messages

e Configure
At On/Off

b‘ Release

Graphic: IBM

Can be enabled from the CHPID
operations menu in the SE

From the HMC, select the Single
Object to navigate to the SE:

« Select your CPC, right click, and select
the Channels option.

« Scroll over to the CHPID Operations
task on the right.

The NPIV feature can be
selectively enabled for individual
LPARS.

From the CHPID Operations
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CHPID Operations

FCP
' Hardware N—Pﬂ'
=2 Messages =m | Mode
On/Off
Operating
SCZP101 Channels Work Area System
i Messages
% E‘ﬁ % E@g % E@g r__lg Configure
e On/Off
0301 Online 0310 Online 0311 Online (320 Online 0321 Online 0330 Online
Operating ~ Operating ~ Operating ~ Operating  Operating ~ Operating b‘
- Release
M Show LED
0331 Online 0340 Online 0341 Online 0342 Online UEERRENRINY 0350 Online
Operating ~ Operating ~ Operating  Operating Elee B Operating Clascal
F: ] % I__' w Problem
% ] Determination
0351 Online 0352 Online 0353 Oniline 0360 Ontine
Operating  Not operational link  Not operational link  Operating
0361 Online 0362 Online 0363 Online 0370 Online 0371 Online o
% Configure Channel Path On/Oft

Toggle the CHPIDS fo the desired state, then chck "Apply".

If there is a "Not allowed" Message for a CHPID select that CHPID, then click "Details..." to get more information.
The operating system will not be notified when CHPIDs are configured off.

The next operation from the operating system to the CHPID will cause an efror.

If possible, configure the CHPIDS using the operating system facilities, rather than the Support Elemnent (SE)

Select CSS.CHPID:LLPARName |CurmentState Desired State | Message |

0.AAAD2 Online Standby

O  1AAA12 Standby Standby

O 2AAA22 Standby Standby |
Details. .

Apply ||_Select All || Deselect All || Toggle Al On || Toggle Al O || Toggle | Cancel || Heip

z

Set the FCP CHPID to standby
* Double click Configure On/Off

Select the appropriate LPARs and
click Toggle to change the Desired
State option to standby.

Click Apply to commit the changes
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SCZP101 Channels Work Area

= B B B % 5

0301 Online 0310 Online 0311 Online (320 Online 0321 Online - 0330 Online
Operating Operating ~ Operating =~ Operating  Operating ~ Operating

W B B R

0331 Online 0340 Online 0341 Online ~ 0342 Online [WELERTHNER 0350 Online
Operating ~ Operating ~ Operating ~ Operating Stopped Operating

0351 Online 0352 Online 0343 Online 0360 Online
Operating  Not operational linke = Not operational link  Operating

B ® % * N

0361 Online 0362 Online 0363 Online 0370 Online 0371 Online

~

Messages

s Configure
HEFs On/OF

[:\al:

NPIV Mode On/Off
==

Partiion |CSS | CHPID |NPI Mode Enabled
AD2 0 aa
A2 1 aa |

| A22 2 aa |

[ SelectAll || Deselect Al |

e

| Gangel | Help |

3

Select your PCHID number in the
Channel Work Area

From the CHPID operations menu
on the right, double click FCP NPIV
Mode On/Off to open the NPIV
mode on/off menu

Select the NP1V Mode Enabled
option for each LPAR.

Click Apply to commit the changes

SHARE
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Important note = Ll

* To enable NPIV, the CHPID must be in standby state for
the LPAR.

 If not, the NPIV Mode On/Off option is disabled to prevent
any mode changes.
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 CHPID Operations Menu-
>double click Configure
Channel Path On/Off

SCZP101 Channels Work Area System '
B B B % W B | e » Select the appropriate LPAR

s On/Off

i oy, o " i » Click Toggle to change the

by Retee _ _ ,
2 B B R % Desired State option to Online

M Show LED
0331 Online 0340 Online 0341 Online * 0342 Online UEEERSEARINE 0350 Online

e Gl » Click Apply to commit the
0351 Online 0352 Online 0353 Online 0360 Online Changes.

Operating ~ Not operational link = Not operational link ~ Operating

E B ® \% Configure Channel Path On/Off

0361 Onine __0362 Online_ 0363 Online | Tppgle the CHPIDS to the desired state, then click "Apply".
| [fthere is a "Not allowed" Message for a CHPID select that CHPID, then click "Details..." to get more information.
The operating system will not be notified when CHPIDs are configured off.
The next aperation from the aperating systerm to the CHPID will cause an efrar.
If possible, configure the CHPIDs using the operating system fadilities, rather than the Support Element (SE)

Select CSS.CHPID.LPAR Name | CumentState Desired State  Message |

F | 0AAA02 Online Standby |
O 1AAA12 Standby Standby '
0O 2AAA22 Standby Standby

Details. .

Apply || SelectAll | Deselect Al || Toggle Al on || Toggie Ao || Toggle | Cancel || Heip |
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Finding the NPIV WWPNs for the FCP
CHPID

 Once we have enabled the NPIV mode, we can find the
NPIV WWPNs assigned to an FCP CHPID.

« We need to know these WWPNSs so we can:

» Configure LUN masking
« Configure zoning in the SAN

« We’'ll access the NPIV WWPNs from the CPC
Configuration menu in the SE.

SHARE
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Finding the NPIV WWPNSs for the FCP =
CHPID (2) Aol

e Click Display NPIV
Configuration to navigate to
the FCP channel —FCP NPIV
Port Names menu.

CPC Configuration

re a& g?;g;-‘outpul @ Cryptographic
s Conf o Management

g View

@ Hardware Display NPIV

Configuratio
CPC Work Area s Configuration v

o Teformatif

View On/Off
[ﬁ CoD)

Feature

Information

; Cryptographic
) ﬁ? Configuration

: i _ SHARE
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CHPID(3)

Q‘E FCP Channel - FCP NPIV Port Names

The luni:unns I::El-l:l-w alluw yuutu dlsph'_n,rﬂl alter Wn:ldmde Port
Mames assigned to FCP Channels

Display all NPV port names | [Display Assigned Port Names.| |
that are currently assigned
o FCP subchanneks

Release al port names thal | Rekease All Locked Port Hames |
had presviously been

assignad to FCP

subchannels and are now

locked

Release a subse of the port| Release Subset Of Locked Port Names |
names that had previously
been assigned to FCP

subchannels and are now
locked.

Canced || Help

“inding the NPIV WWPNSs for the FCP =

Click Display Assigned Port Name
to open the Display Assignhed Port
Names Menu (next slide).

It's a good idea to restrict the
number of WWPNSs displayed by
selecting the Show NPIV=0n
option.

SHARE
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—inding the NPIV WWPNs for the FCP
CHPID(4)

@E Display Assigned Port Names

Partition |

AD2
Aan2
AD2
AD2
AD2
AD2
AD2
ADZ
AD2
AD2
AD2
AD2

C33
00
Do
00
00
00
00
00
00
00
00
00
00

D

02
D2
02
02
02
02
02
02
02
02
02
02

'CHPID

a3
ad
ad
ab
aé
ab
ad
ad
al
al
aB
ag

' SSID

00
0o
00
00
00
00
00
00
00
00
00
00

' Device Number

b400
401
b402
b403
b404
b405
b406
b407
b408
b409
b40a
b40b

\Transfer via F1P|| Cancel | Help || showan |

Each device number in an LPAR is assigned a unique NPIV WWPN.

:

c05076ffcfO00000
cO05076ffcf000004
cQ5076ffcf000008
cO5076ffcf00000c
cO5076ffcf000010
cO5076/cf000014
cO5076ffcfO00018
cO5076ffcf00001c
c05076ffcf000020
cO5076fcfO00024
cO5076ffcf000028
cO5076ffcf00002c

|

10CDS

Al
A1
Al
A1l
Al
A1
Al
Al
A1
Al
A1
A1l

Click Transfer via FTP to copy a text version of this menu to an FTP server.

. SHARE

in Orlando

2011




Finding the permanent WWPN for the
FCP CHPID

* The permanent WWPN is needed for LUN
masking and zoning.

« We will find it by clicking Channel Problem
Determination from the Channel Operations
menu in the SE.
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Finding the permanent WWPN for the

FCP CHPID(2)

B

Channel Operations

Hardware
Messages

i "

| https://sczhmcé. itso.ibm.com:9950 - SCZP101: Select Partition and CSS.CHP.. I___ji_]ﬁ

| B Select Partition and CSS.CHPID

n Select a partition and CSS.CHPID combination, then click "OK™
Select | Partition | CSS.CHPID

?EE = A02 0.A8 |
0300 On © (A2 1.A8 i
Operating o AZ2 2.A8

[9].8 | Cancel
T

!

5 Advanced
sl Facilities

B~
=

Reassign
Channel Path

Ch 1|

B

e L & EE) & Done [

| == == 5

0321 Online

Operating Operating Operating Operating Operating

H = = % B

UEESRS LR 0343 Online 0350 Online 0351 Ouline 0352 Online
Operating Operating Operating Operating  Not operational lnk

» Select the desired LPAR

e Click OK to open the Channel Problem
Determination menu

Problem
1 Eel

SHARE
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Finding the permanent WWPN for the e

FCP CHPID(3)

|l.5'J Channel Problem Determination |

Goo CHPID 0.AB
Select the operation te perform.

=l Analyze channel information

O Analyze subchannel data
Analyze control unit header
Analyze paths to a device

O Analyze device status

CrAnalyze serial link status
Display message buffer status

O Fabric login status :

OK || Cancel |

b 32 D [ ] e

Teshaglogy « Comnsnlions « Resulls

« Select the Analyze
Channel Information
option

* Click OK to open the
Analyze Channel
Information menu shown
on the next slide

SHARE
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FCP C

HPID(4)

Partition ID 02
MIF image ID 2 Absolute address 00000000
Channel mode Spanned Absolute address 6BAEBS00
CHPARM
CSS.CHPID 0.A8
PCHID 0342
Switch number 00 CVC CCC threshold 5
Switch numbervalid 0 IFCC threshold 4
Channel link address 00613112
State Online Temp error threshold 4
Status Operating Suppress 0000000000000000
Image chnl state Online SAP Affinity 02
Image chnl status Operating
Error code 00
Ber inbound 0 Connection rate FICON X2 at 2Gb
Ber outbound 0 |
Node type Self Node type Aftached
Node status Valid Node status Valid
Flag/parm 100001A8 Flag/parm 00200A31
Type/model 002094-518 Type/model 006064-001
MFG IBM MFG MCD
Plant 02 Plant 01
Seq. number 00000002991E Seq. number 0000000119D3
Tag EOAB Tag 002D
World wide node name 5205070400CZ224E World wide node name 1000080088A0DCDA
Wond wide port namu*s 50050?64011&085?&31‘Vmid wide port name 2031080088A0DCDA | |
i | ECror De | RSTF . |V|
% L ~2 3 @3 Done [ ) -e=m=g

Record the default WWPN (circled above in the screen shot)

~inding the permanent WWPN for the

=

SHARE
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Configuring Fabric Security

* The next step in the process is to define the NPIV and
permanent WWPNSs in the SAN fabric zoning and to the
LUN masking on the DASD array.

« This configuration will be specific to the switch and array
vendor/model.

« Consult your vendor/model documentation for details on your
specific requirements and steps.

 Linux on zSeries: Fibre Channel Protocol Implementation
Guide (5G24-6344) is an IBM Redbook that has a great
general discussion on the subject of zoning and LUN
masking.

SHARE
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zoning on the switching device

~

1 ED-6064: Switch Binding - Membership List

Aftached Modes

&

= BN N =]

— i | | | | | OO
e - T R ]

HEIEEIEIEIEEEEEEEEE

Type

Wil Wide Marme

E_Port

F Port

F_Port
F_Port

F_Port

F_Port
F_Port
F_Port
F_Fort

FoFor

F_Port

F_Part

F_Paort
F_Port
F_Port
F_Port

E_Port

F_Fort
F_Port
F_Port
F_Port
F_Port
F_Port
F_Port
F_Port

F_Fort

F_Paort
F Port

tcDATA-1 000080058 A06CM

|15M-5005076401 001 3EC

[BM-500507E401003C55
IEM-5005078300CCR550

IBM-5005076300C33583

EM-5005076401001628
EM-500S07E401003CES3
IBM-5005078300CE3569
BM-5005078401 003C59

|15M-5005076300C73583

[EM-5005076300C.40C3C

1EM-5005076401003CE0

IBM-500507E300CFI5ET
IEM-5005076300C30C28
[BM-5003078401403C355
1BM-5005076300C20C3C

McDATA-1000080038408C01

IBM-S00S076300C70C25
IEM-£00507E401 403CE3
[Eh-5005078300C559589
[Bh-5005075401 403C59
IBM-5005078401 2064FB
[E-5005078300C70C34
[Eh-5005078401403CE0
IBM-5003076401 2062FC
[Bh-5005076401 ADBAFC
IBM-5005078401 ADBAFE
18M-5003076401 EQBSTC

fres
M

4

| Switch Marmbership List

Bd-5005076401 40857C

l mmm & | Attached |
1¥]

BM-S005076401 ADBAFC %
BM-S005076401 ADBAFB 4
IBM-5005076404400C64 v
Ernudex-10000000C320007 4 ¥
BH-5005075401 208A45 %
1EM-5005076401 208854 | v
BM-5005076401 203843 | v
EM-5005076401 208450 v
EM-5005076401 G0BASD
EM-5005076401608900
IBM-5005076401508840
BM-5005076401 B0B83F
Bh-5005076401 20857C
B-5005076401 20683F
IEM-5005076401 0830
BM-500507640160857C
BM.5005076300C31 6BF
Bi-5005076300CE1 68F
BM-5003076300C396FE
BM-5005076300CT96FE
BM-5005076401E0857C
IBM-5005076300C1 3589
Bhi-5003507 6300539389
BM-5003076300CD3539

| »

| | e

EOEDOEENEEEEEE X EXE

Akl Detached gm%[

Disphvgdims...| mmtel Cancel | Help

Configuring Fabric Security-fabric

=]

SHARE

Technslogy - Gomnanlions « Resulls

Switch binding
membership list

Select Add Detached
Node
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Configuring Fabric Security-fabric e

zoning on the switching device(2)

&1 ED-6064 - Add Detached Node

®) WorkdWide Narme (5007078401 A0857C|

) Nicknarme

OKIY, Cancel | Help

* Inthe Add Detached Node

menu/screen that opens, add
the WWPN to the named zone.

» Click OK

'g ED-6064: Switch Binding - Membership List

Aftached Nodes

a| Type Wiorld Wicke Mame
E Port  McDATA-1 000080058 A0BCH

EREEERREE

F_Fort  IBM-50050764010013EC
F_Port  1BM-5005076401003C55
F_Port  IBM-S00S076300CC3588
F_Port  IBM-5005076300C39589
F_Port  IBM-5005076401001628
F_Port IBM-S005076401003CE3
F_Port  IBM-5005076300CE3589
F_Port  IBM-5005076401003C59
F_Fort  IBM-5005076300C79569
F_Port  IBM-S00S07E300CA0C3C
F_Port  IBM-5005076401003CE0
F_Port IBM-5005076300CFI589
F_Port  IBM-500S076300C30C25
F_Port  1BM-5005076401403C55
F_Fort  1BM-S00S076300C20C3C
E Fort  McDATA-100008008840BCH
F_Port  IBM-500S076300C70C25
F_Port  IBM-S00S07€401403CE3
F_Port  1BM-5005076300C59589
F_Fort  1BM-5005076401403C53
F_Fort  1BM-5005076401 2064F8
F_Fort  1BM-5005076300C70C34
F_Port  18M-5005076401403C60
F_Port  |BM-5005076401206AFC
F_Port  18M-5005076401 A06AFC
F_Port  IBM-S005076401 ADBAFE
F Port 1BM-S005076401E0857C

4]

“. On the Switch Binding

EM-5005076401 ADBAFE
EM-5005076404400C64

BI-5005076401 208445
BI4-5005076401 206854
BI-5005076401 208843
|EM-5005076401 208A50
El-5005076401 B0BASD
EM-5005076401 608900
Bid-5005076401 BOGBAD
BM-500507 6401 G0BE3F
B-5005076401 20857C
|EM-S005076401 20883F
EM-5005076401 608830
EM-S00507640160857C
EM-5005076300C31 6BF
BM-S005076300CE1 66F
El-5005076300C336FE
EM-5005076300C736FE
|EM-5005076401E0BS7C
EM-5005076300C19589
EM-5005076300C59589
EM-5005076300C03589
IBt- 5005076401 ADBSTC.

A Detached uous[@

Emulex-10000000C920007 &

RO DOREREEEEEER & EEEEREXERE X

7= Membership List click Activate

to commit the changes made.

SHARE
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Configuring Fabric Security-LUN
Masking

LUN masking grants a WWPN or group of WWPNSs access
to a specific LUN.

This Is configured on the disk array management tool(s).
Perform this task following configuration of zoning

Wide variety of models, each is somewhat different.
Consult vendor documentation

SHARE
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Configuring the Linux server = A

 We are now ready to configure the Linux server to use the
NPIV WWPN.

« Each device on the FCP CHPID is assigned a unigque
WWPN.

« The WWPN used by a Linux server is determined by the
FCP device of the server.

e 3 steps:

e

2011. NG
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Configuring the Linux Server Step1 = e

 When running under z/VM, the FCP device must be
attached to the virtual machine of the Linux guest.

* To attach dynamically, use the CP Attach command.

0 CHPID A8

Path A8 online to devices B400 B401 B402 B403 B404 B405 B406 B4O7
Path A8 online to devices B408 B400 BA0A BAOB BAOC BAOD BAOE BAOF
Path A8 online to devices B410 B411 B412 B413 B414 B415 B416 B4l17
Path A8 online to devices B413 B419 B41A B41B B41C B41D B41E B41F
Path A8 online to devices BA4FC B4FD

Ready; T=0.01/0.01 13:16:27

ATTACH B401 TO NPIV1

FCP BA01 ATTACHED TO NPIV1 B401

Ready; T=0.01/0.06 14:16:46

ATTACH B40Z TO NPIVZ

FCP Ba02 ATTACHED TO NPIVZ B402

Ready; T=0.01/0.06 14:16:53

0 FCP

FCP B401 ATTACHED TD NPIV1 B401 CHPID A8

FCP B402 ATTACHED TO NPIVZ B402 CHPID A8

Ready; T=0.01/0.01 14:16:57

SHARE
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Configuring the Linux Server Step 1 (2)

« If the NPIV WWPN is unable to successfully login to the fabric, its WWPN is
assigned the value 0x0000000000000000. Check zoning on the switching
device.

« Ifan “Out of resource in fabric” message is shown, the reason might be that
the NPIV login limit was set too small on the switch port.

FCP B401 ATTACHED TO NPIV1 Baol

zfcp: adapter 0.0.b401: operational again

Feb 22 14:22:51 npivl kernel: crw_info : CRW reports slct=0, oflw=0, chn=0, rsc=
3, anc=1, erc=4, rsid=12

Feb 22 14:22:51 npivl kernel: zfcp: adapter 0.0.b401: operational again

zfcp: The adapter 0.0.b401 reported the following characteristics:

WWNN 0x5005076400c2991e, WWPN 0xc05076ffcfO00004, S ID Ox00613128,

adapter version Ox3, LIC version 0x600, FC link speed 2 Gb/s

zfep: Switched fabric fibrechannel network detected at adapter 0.0.b401.

Feb 22 14:22:52 npivl kernel: zfcp: The adapter 0.0.b401 reported the following
characteristics:

Feb 22 14:22:52 npivl kernel: WWNN Ox5005076400c2991e, WWPN 0xc05076ffcf000004,
5 1D Dx00613128,

Feb 22 14:22:52 npivl kernel: adapter version Ox3, LIC version 0x600, FC Tink sp

eed 2 Gb/s
Feb 22 14:22:52 npivl kernel: zfcp: Switched fabric fibrechannel network detecte '
d at adapter 0.0.b401. SHARE

2011
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Configuring the Linux Server Step 2

« Setup/Add the FCP disk to the Linux server using YaST

YaST @ npivl Press F1 for Help

T T T T + Add New ZFCP Disk
| Add New ZFCP Disk|
|

|

lEnter the
lidentifier of the
ldisk to add. Enter
lthe Channel Number
lof the ZFCP

lcontroller, the Channel Number
11
1

]
]
]
]
]
]
]
]
]
]
]
i
lworldwide port | .0.p401 R -
Inumber (WWPM), and |
Ithe FCP-LUN number. |
! ! WWPN
! : 0x5005076300c59589] ! 11111 1
I i
| ]
1 ]
! ! FCP-LUN
! : 0x5102000000000000} } ! 111! 2
I i
| ]
1 ]
| ]
1 ]
| ]
1 ]
| ]
1 ]
| ]
1 ]
| ]
| ]

S + [Back] [Abort] [Next] ; SHARE
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Configuring the Linux Server Step 3

 Verify the NPIV WWPN login and operation

llllllllllllllllllllllll
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Summary/questions TrAns

NPIV background/introduction

FCP Channels on the mainframe

NPIV Planning

NPIV implementation and configuration

Feel free to contact me:
» sguender@brocade.com
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More Standards on NPIV il
« FC-DA
 Profiles the process of acquiring additional N_Port_IDs
Clause 4.9
e FC-MI-2

 Profiles how the fabric handles NPIV requests

New Service Parameters are defined in 03-323v1
Name Server Objects in 7.3.2.2 and 7.3.2.3
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Standards and NPIV REAnN

- FC-FS

* Describes FDISC use to allocate additional N_Port_IDs
Section 12.3.2.41

* NV_Ports are treated like any other port
Exception is they use FDISC instead of FLOGI

. FC-GS-4

» Describes
Permanent Port Name and Get Permanent Port Name command
« Based onthe N_Port ID (G_PPN_ID)
The PPN may be the F_Port Name

 FC-LS

* Documents the responses to NV_Port related ELSs
FDISC, FLOGI and FLOGO
Reference 03-338v1

e
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